
Necessitarianism Lost:1

Defusing a new argument for modal collapse2

Abstract. Hall 2021 gives a rigorous proof of the so-called modal collapse ar-
gument against the principle of sufficient reason (PSR): If PSR is true, then all
propositions are necessary propositions; but not all propositions are necessary; so
PSR is false. I prove that, when we supplement the theory in which he derives the
argument, TSR, with a principle (namely that conjuncts are a sufficient reason for
their conjunction) which very plausibly must accompany any formalization of the
PSR, the resulting theory TSR+ is inconsistent. I further prove that, if we sup-
plement TSR+ with a modified conjunction principle and a principle which rules
out the possibility that a proposition p may, along with other propositions, be its
own sufficient reason, the resulting theory TSR∗∗ is also inconsistent. Importantly,
this result is reached without use of the PSR. I conclude that we should reject the
assumption of distributivity, which holds that if p is the sufficient reason for some
conjunction

∧
qq, then p is the sufficient reason for every conjunct q. But without

distributivity, the modal collapse argument fails.

Introduction3

There is a famous argument against the principle of sufficient reason (=PSR),4

originated by Jonathan Bennett and Peter van Inwagen (in Bennett 1984, 114–1185

and van Inwagen 1986, 202–204, respectively) which alleges that the principle leads6

to necessitarianism, the doctrine that there are no contingent truths. Here is Sam7

Levey’s rendering of it:8

9

Let C be the conjunction of all contingent truths. Then C itself is10

a contingent truth, for no necessary truth can have a contingent11

truth as a conjunct. By PSR, there is an explanatory ground G12

that is a sufficient reason for C. G entails C and explains C. Is13
1
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G itself a contingent truth? If so, then G is in C. But then in14

explaining C, G would also explain itself, and no contingent truth15

can explain itself. If G is not a contingent truth but a necessary16

truth, then because G entails C, it follows that C is a necessary17

truth, contrary to hypothesis. So, given PSR, there can be no con-18

junction C of all contingent truths. If there is no conjunction C of19

all contingent truths, then it must be that there are no contingent20

truths. Therefore, PSR entails that there are no contingent truths.21

(Levey 2016, 399–400)22

23

Responses to this argument have been varied. Some (e.g. Tomaszewski 2016;24

Pruss 2006) find reasons to reject the argument. Somewhat fewer are those who em-25

brace the necessitarian consequences (e.g. Della Rocca 2010). Levey’s own response26

is to deny that there is a conjunction of all contingent truths, on the grounds that27

the concept of “contingent truth” is indefinitely extensible – that is, every collection28

of objects satisfying that concept allows one to identify a new object, distinct from29

the first ones, which also satisfies it.1 (Levey 2016, 402)30

But in philosophy’s house there are many mansions, and none of their doors is31

forever closed. Recent work has resurrected versions of the van Inwagen-Bennett32

argument that purport to succeed in the face of some objections. McDaniel 201933

argues that when rendered in terms of grounding, extant responses to modal collapse34

arguments fail. And in a recent paper (Hall 2021), Geoffrey Hall has taken aim at35

Sam Levey’s argument and shown rigorously that, given classical non-constructivist36

assumptions, the response fails. Necessitarianism is regained.37

1. See Amijee 2020, §4 for a canvass and critical appraisal of the van Inwagen-Bennett argument
and responses to it.
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I do not dispute that Hall has offered a rigorous proof of necessitarianism from38

his principles. It is rigorous, and it is valid. Instead, I question its soundness. I will39

argue here that once one supplements Hall’s premises with an extremely plausible40

principle – viz., that conjuncts help explain their conjunction – one can reach a41

contradiction. This allows us, I will argue, to diagnose what is wrong about Hall’s42

original argument.43

Here is the plan of the paper. In §1, I will present the language and the logic in44

which Hall formulates his argument, and state his main result. In §2, I will show45

that a natural extension of his principles and his logic is formally inconsistent, in the46

sense of entailing a formula and its negation. In §3, I show that on another natural47

modification of his principles, one can still reach a formal inconsistency. Finally, in48

§4, I attempt to diagnose the problem, and argue that one of his assumptions, that49

of distributivity, should be rejected.50

Section 1. Hall’s argument51

Hall’s argument uses a language with the following components (473–5):52

53

• A countable collection of singular propositional variables p1, p2,. . .54

• A countable collection of plural propositional variables, pp1, pp2,…55

• Boolean operators for negation and conjunction, ¬ and ∧56

• A unary modal operator □ for metaphysical necessity57

• A universal quantifier ∀ which binds singular propositional variables.58

• A universal quantifier also written ∀ which binds plural propositional vari-59

ables.60

• A binary connective < to formalize “φ is the sufficient reason for ψ”, written61

as φ < ψ62
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• A binary connective≺ to formalize “p is one of the propositions ppi,” written63

as p ≺ ppi64

• A unary operator
∧

which conjoins plural propositional variables to for-65

malize “the conjunction of the propositions that ppi,” written as
∧
ppi66

67

Call this language LPSR. The usual definitions can be given for →, ∨, ↔, ∃, and68

♢. Hall abbreviates φ ∧ ♢¬φ as Cφ, encoding the idea of a contingent proposition:69

it both is true and can fail to be true. (Hall 2021, 473) Similarly, he abbreviates70

∃q(q < φ) as Eφ. (473) The PSR is then:71

72

(PSR) ∀p(Cp→ Ep)73

74

The standard clauses about what constitutes a well-formed formula can be pre-75

cisely formulated but don’t concern us here. Hall then puts forward the following76

“background logic” consisting of axiom schemata and rules of inference (475):77

78

(A1) Any substitution instance of a propositional tautology is an axiom.79

(A2) ∀xφ→ φ[x/t] where t is a term of appropriate sort free for x in φ.80

(A3) ∀x(φ→ ψ) → (∀xφ→ ∀xψ)81

(A4) □(φ→ ψ) → (□φ→ □ψ)82

(A5) ∃qq∀p[p ≺ qq ↔ φ(p)] where neither p nor qq appear free in φ83

84

(R1) φ, φ→ ψ / ψ85

(R2) (φ→ ψ) / (φ→ ∀xψ) when x is not free in ψ86

(R3) φ / □φ87

88



NECESSITARIANISM LOST: DEFUSING A NEW ARGUMENT FOR MODAL COLLAPSE 5

The background logic, BL, is gotten by taking the closure of A1-A5 under R1-R3.89

We then write ⊢BL φ for φ ∈ BL.90

The principles he lays out are (Hall 2021, 489):91

92

(I) ∀pp[□
∧
pp→ ∀p(p ≺ pp→ □p)]93

(T) ∀pp[∀p(p ≺ pp→ p) →
∧
pp]94

(S) ∀p∀q(p < q → □(p→ q))95

(Ir) ∀p(p ̸< p)96

(D) ∀p∀qq[(p <
∧
qq) → ∀q(q ≺ qq → p < q)]97

(F) ∀p∀q[p < q → (p ∧ q)]98

(PSR) ∀p(Cp→ Ep)99

100

Call the set of all the above principles TSR. Hall then proves the following101

Theorem 1. TSR ⊢BL ∀p(p→ □p)102

In words, that all true propositions are necessarily true is a theorem of TSR under103

BL. (Appendix 1)104

Section 2. TSR+ is Inconsistent105

I don’t dispute Hall’s proof. It is valid. The trouble is that by adding a plausible106

principle to TSR, the theory becomes inconsistent, where for a theory to be inconsis-107

tent in a derivation system in the present sense is for it to prove, in that derivation108

system and for some formula φ, φ and ¬φ. To get there, however, we need a little109

extra work.110

First consider the extension of LPSR gotten by letting multiple propositions111

taken together constitute a sufficient reason. We do this by adding a clause for a112
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new connective <∗:113

114

• An (n+1)-ary connective < for every n ∈ N to formalize “φ1, φ2,…φn are115

together the minimal sufficient reason for ψ,” written as φ1;φ2 . . . ;φn < ψ.116

117

The notion of a “minimal sufficient reason” is straightforward.118

Definition 1 (Minimal sufficient reason). pp taken together are the minimal119

sufficient reason for q iff (i) p1, p2,…pn taken together are a sufficient reason for q,120

(ii) p1, p2,…pn - pm for 1 ≤ m ≤ n aren’t, and (iii) there is no other plurality rr121

distinct from qq such that the rr fulfills (i) and (ii).2122

Intuitively a minimal sufficient reason is the “smallest” collection of propositions123

which constitute a sufficient reason for another one. We call the extension of LPSR124

gotten by revising the clause for < L+
PSR.125

We may do the same thing with plural variables and constants: pp taken together126

are the minimal sufficient reason for q iff p1, p2,…pn taken together are a sufficient127

reason for q p1, p2,…pn - pm for 1 ≤ m ≤ n aren’t. When convenient, I will abbreviate128

the list p1; p2; . . . as pp. No change thereby occurs.129

Now, consider the following principle:130

131

(C) ∀p∀q(p; q <∗ p ∧ q)132

133

where p and q may be atomic or complex propositions. The basic idea behind C134

is that, in some sense, the conjunction φ∧ψ is derivative of the conjuncts. That is,135

2. The extension to the case where pp is a countably infinite plurality is essentially the same: pp
taken together are the minimal sufficient reason for q iff p1, p2,…pn…taken together are a sufficient
reason for q and p1, p2,…pn…- pm for m ∈ N aren’t.
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it’s explained by them, and not vice versa. The conjunction φ ∧ ψ is true iff both136

φ and ψ are true, but intuitively, it seems like the explanation runs right-to-left. In137

standard Boolean logic, one doesn’t define the truth of conjuncts in terms of the138

truth of the conjunction. One instead first assigns truth values to atoms, and then139

assigns truth values to complex sentences in terms of the truth values of the atoms.140

This principle, then, is arguably a consequence of natural assumptions of Boolean141

logic carried over to propositions.142

This introduction will require new versions of (S), (D), and (F) to fit our new143

connective. But this does not present insurmountable challenges. One simply adds144

the relevant modifications to the antecedent of <∗ along with quantifiers binding145

those singular propositional variables:146

147

(S∗) ∀pp∀q(pp <∗ q → □(
∧
pp→ q))148

(D∗) ∀p∀qq[(p <∗ ∧ qq) → ∀q(q ≺ qq → p <∗ q)]149

(F∗) ∀p∀q[p <∗ q → (p ∧ q)]150

151

We call the theory gotten by supplementing TSR with C, as well as with the152

modified versions of (S), (D), and (F) TSR+. Finally, we need the following for this153

proof:154

155

(pp) If p is a member of the plurality pp, then ⊢BL p ≺ pp156

157

Its intuitive appeal is fairly evident. It seems an obvious (perhaps analytic) truth158

about pluralities and their members that we should wish our derivation system to159

capture. With this in place, we can now prove160

161
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Theorem 2. TSR+ is BL+-inconsistent162

163

Proof. TSR+ ⊢BL+ (D∗), since (D∗) ∈ TSR+. Further, {∀p∀qq[(p <∗ ∧
qq) →164

∀q(q ≺ qq → p <∗ q)]} → [(s <∗ ∧
ss) → (s ≺ ss → s <∗ s)] is an instance165

of (A2), where ss is the plurality whose members are just multiple instances of166

s. So by (R2) and (D∗) we have TSR+ ⊢BL+ (s <∗ ∧
ss) → (s ≺ ss → r <∗ s).167

Noting that
∧
ss is just s ∧ s, we substitute uniformly and get that TSR+ ⊢BL+168

[s <∗ (s ∧ s)] → [(s ≺ ss) → (s <∗ s)]. s <∗ (s ∧ s) follows from (C∗) and (A2)169

by (R1), so TSR+ ⊢BL+ s <∗ (s ∧ s). Since this is true, it follows that TSR+ ⊢BL+170

(s ≺ ss) → (s <∗ s), by application of (R1) on s <∗ (s ∧ s). Since s is among the171

ss, an application of (R1) and (pp) gets us that TSR+ ⊢BL+ s <∗ s. But note too172

that applying (R1) to the relevant instances of (Ir) and (A2) respectively get us that173

TSR+ ⊢BL+ s ̸<∗ s. So TSR+ ⊢BL+ s ̸<∗ s and TSR+ ⊢BL+ s <∗ s, as we wished to174

show. □175

This doesn’t indicate a conflict between (C) and (Ir). All those two would let us176

infer is that TSR+ ⊢BL+ s <∗ (s ∧ s), which doesn’t get us the desired contradiction.177

Rather it’s the interplay between (C), (Ir), and (D∗) which generate the problem.178

So we must give up one of them. But which?179

Section 3. TSR∗∗ is inconsistent180

Presumably the defender of Hall’s main argument will not want to give up (D∗)181

or (Ir), since they’re essential parts of the modal collapse argument. But (C) like-182

wise seems hard to deny. It certainly seems true that propositional conjuncts are183

the sufficient reason for their conjunction. So perhaps what’s needed is a restriction184
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of (C) which disallows this argument. We might weaken it, for instance, to the fol-185

lowing:186

187

(C∗) ∀p∀q[p ̸= q → (p; q <∗ p ∧ q)]188

189

Call the language which we obtain by adding a binary identity connective which190

joins singular and plural propositional variables and constants (but not the one to191

the other, in either respect) L=
PSR, and call the theory which results from adding (C∗)192

to TSR TSR∗. This theory is no longer inconsistent, since the proof for Theorem 2193

fails to go through (we no longer have it that TSR+ ⊢BL+ s <∗ (s ∧ s)).194

Now consider the following principle:195

196

(Ir∗) ∀p∀q1 . . . ∀qn¬[(p = q1 ∨ . . . p = qn) ∧ (q1 . . . ; qn <
∗ p)]197

198

In words, (Ir∗) says that no proposition p is among the propositions which199

together constitute the minimal sufficient reason for p. This too is a desirable200

principle. Intuitively, we want to rule out such partial explanatory circles. To deny201

(IR∗) would be to assert that there is some proposition which helps explain itself.202

This seems like an undesirable result, since the sufficient reason for p should in an203

important sense be prior to p (be that temporally, ontologically, logically, etc), and204

hence all constituents of the minimal sufficient reason for p should be prior as well.205

And if p may be among the propositions which constitute a minimal sufficient reason206

for p, then p must in the relevant sense be prior to itself.207

We need one final rule of inference to add to our theory, one which governs =:208

209
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(=) ¬(p↔ q) / (p ̸= q)210

211

The motivation for this rule is twofold. First, since = is not (necessarily) defin-212

able in terms of the primitive connectives, we would like some way of introducing213

propositions which contain it. Second, this rule seems obviously to be necessarily214

truth-preserving (at least classically, and Hall’s theory is classical). For suppose215

that ¬(p ↔ q) is true. Then p and q are not true together in some model.3 Since216

this is so, then p and q cannot be identical, as identical propositions are true in all217

the same models. Hence, (p ̸= q) is true in all the models in which ¬(p↔ q) is first218

true.4219

Let’s write BL= for the logic gotten by adding (=) to B+, TSR∗∗ for the theory220

gotten from adding (Ir∗) to TSR∗ and taking its closure under BL=. The trouble is221

that we now have the following222

223

Theorem 3. TSR∗∗ is BL=-inconsistent.224

225

Proof. We saw above that226

227

(1) TSR∗∗ ⊢BL= (D).228

229

We may obtain the formula (p; q <∗ p ∧ q) → [(r = p ∨ r = q) → p; q <∗ r] from230

(D) and (A2) by an application of (R1), so231

232

3. See Hall 2021, Appendix 2 for the semantics of his theory.
4. The converse does not hold. Take p to be s → s and q to be r → (s → r). Then clearly p ̸= q

is true, but ¬(p ↔ q) is not.
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(2) TSR∗∗ ⊢BL= (p; q <∗ p ∧ q) → [(r = p ∨ r = q) → p; q <∗ r].5233

234

Further, we can obtain the formula p ̸= q → (p; q <∗ p ∧ q) from (C∗) and (A2)235

by an application of (R1), so236

237

(3) TSR∗∗ ⊢BL= p ̸= q → (p; q <∗ p ∧ q).238

239

Noting that [(p→ q) ∧ (q → r)] → (p→ r) is a tautology of propositional logic,240

by (A1) we have that241

242

(4) TSR∗∗ ⊢BL= {[p ̸= q → (p; q <∗ p ∧ q)] ∧ [p; q <∗ p ∧ q → (p ∧ q ∧ q)]} → [p ̸=243

q → (p ∧ q ∧ q)].244

245

Note further that we can obtain the following from (A2) and the modified version246

of (F) by an application of (R1):247

248

(5) TSR∗∗ ⊢BL= p; q <∗ p ∧ q → (p ∧ q ∧ q)249

250

And now, since we have (3) and (5), we may conclude that:251

252

(6) TSR∗∗ ⊢BL= [p ̸= q → (p; q <∗ p ∧ q)] ∧ [p; q <∗ p ∧ q → (p ∧ q ∧ q)]6253

254

5. Again, technically I am eliding a step, as there is no principle that lets me uniformly substitute
some disjunction of identities whenever I see p ≺ pp. But, again, I think this is unproblematic, as
it seems obviously true that if p is among pp then p is identical to one of the (non-set-theoretic)
members of pp.

6. Again I am making an assumption that is not explicitly stated in Hall’s text, but I don’t
think that this is problematic either. If a theory which extends basic classical quantified logic
proves both conjuncts, surely it proves their conjunction.
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Now since we have the formula in (6), we use (R1) on it and on the formula in255

(4) to obtain that:256

257

(7) TSR∗∗ ⊢BL= p ̸= q → (p ∧ q ∧ q)258

259

Since (p∧q∧q) → (p∧q) is a tautology of propositional logic, we have by (A1) that260

261

(8) TSR∗∗ ⊢BL= (p ∧ q ∧ q) → (p ∧ q)262

263

And since [(p→ q)∧ (q → r)] → (p→ r) is likewise a tautology of propositional264

logic, we have by (A1) that265

266

(9) TSR∗∗ ⊢BL= [(p ̸= q → (p∧q∧q))∧ ((p∧q∧q) → (p∧q))] → (p ̸= q → (p∧q))267

268

Since we have (7) and (8), we have the following:269

270

(10) TSR∗∗ ⊢BL= [p ̸= q → (p ∧ q ∧ q)] ∧ [(p ∧ q ∧ q) → (p ∧ q)]7271

272

Now we obtain, by using (R1) on the formulae in (9) and (2), that273

274

(11) TSR∗∗ ⊢BL= p ̸= q → (p ∧ q)275

276

Since (p ∧ q) → p and [(p → q) ∧ (q → r)] → (q → r) are tautologies of propo-277

sitional logic, by (A1), the formulae in (10) and (11), and repeated applications of278

7. Again I make the same assumption that I did to get to (6), and again I think it’s unproblem-
atic.
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(R1) we have that:279

280

(12) TSR∗∗ ⊢BL= p ̸= q → p.281

282

Note that, since we obtained the instances of p and q by (A2), the choice of p283

and q was arbitrary. Suppose then that p is r ∨ ¬r, and q is ¬p. Note that p is a284

propositional tautology, so q is a contradiction. So by (A1), we have285

286

(13) TSR∗∗ ⊢BL= ¬(p↔ q)287

288

since the negation of a contradiction, which under these definitions p ↔ q is, is289

a tautology. Using (=) on (14) yields that290

291

(14) TSR∗∗ ⊢BL= p ̸= q292

293

Using (R1) on (14) and (12), we obtain that294

295

(15) TSR∗∗ ⊢BL= p296

297

which is no surprise. But since p and q were arbitrary, if we let q be r ∨ ¬r and298

p be ¬q instead, we also have299

300

(16) TSR∗∗ ⊢BL= ¬q301

302

Which, substituting for p and q appropriately in each successive stage, gives us303

304
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(17) TSR∗∗ ⊢BL= r ∨ ¬r305

306

and307

308

(18) TSR∗∗ ⊢BL= ¬(r ∨ ¬r)309

310

So TSR∗∗ is inconsistent, as we wished to show.311

□312

Section 4. What to give up313

The proponent of the modal collapse argument intends to make the adherent of314

the PSR renounce (or modify) it by showing that it leads to unpalatable results.315

Likewise, I aim to make the defender of Hall’s modal collapse argument give up one316

of their premises by showing that they lead to an inconsistency. But which should317

they give up?318

Subsection 4.1. TSR+. Recall that TSR+ is TSR with a supplementation in the319

language and principles. So, in order to evade inconsistency, a proponent of TSR+320

must either reject the supplemented language or reject the supplementary principle,321

(C). Rejecting the supplemented language, L+
PSR, seems to be difficult to do. Either322

one would do so for purely ad hoc reasons (“it defuses the argument”), or one would323

have to show something amiss with the concept that <∗ is intended to regiment.324

Perhaps one may do so. Perhaps there is no unique minimal sufficient reason for325

a proposition, but instead several. Does that afford the defender of this argument326

the escape they need?327

I don’t think so. Nothing in the argument relies on there being a unique minimal328

sufficient reason for some proposition, only that there be some minimal sufficient329
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reason. We would then reformulate the clause for <∗ by simply dropping condition330

(iii) and allowing other pluralities to satisfy (i) and (ii).331

Denying the supplementary principle (C∗) seems the most plausible way out of332

the argument. For, when coupled with (F∗), it entails that arbitrary conjunctions333

exist.8. In other words, we have the following334

335

Theorem 4. TSR+ ⊢BL+ p ∧ q for any p and q.336

337

Proof. By an application of (R1) on an instance of (A2) and (C), we have that338

339

(1) TSR+ ⊢BL+ p; q <∗ p ∧ q340

341

Further, by an application of (R1) on an instance of (A1) and (F), we have that342

343

(2) TSR+ ⊢BL+ p; q <∗ (p ∧ q) → [(p ∧ q) ∧ (p ∧ q)]344

345

And by an application of (R1) on the formulae in (1) and (2), we have that346

347

(3) TSR+ ⊢BL+ (p ∧ q) ∧ (p ∧ q)348

349

Finally, noting that [(p∧ q)∧ (p∧ q)] → (p∧ q) is an instance of a propositional350

tautology, we have, by an application of (A1) on an instance of (A1) and the formula351

in (3), that352

353

8. Thanks to [redacted] for pointing this out to me.
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(4) TSR+ ⊢BL+ p ∧ q354

355

just as we wished to show. □356

Even worse, we have the following357

358

Corollary 1. TSR+ is inconsistent.359

360

Proof. Almost immediate from Theorem 3. Since TSR+ ⊢BL+ p ∧ q, and361

(p ∧ q) → p is a tautology of propositional logic, we have that TSR+ ⊢BL+ p for any362

p whatever by (R1) on the result of Theorem 3 and (A1). In particular this means363

that TSR+ ⊢BL+ r and TSR+ ⊢BL+ ¬r for some (indeed any) proposition r. So, TSR+364

is BL+-inconsistent. □365

This motivates a rejection of (C∗). Or at least it is meant to. Since this result is366

generated by both (C) and (F), what it really motivates is a rejection of one or the367

other of these principles. But I think that there are considerations that tell against368

accepting (F∗) in the first place. Take for instance the sentence369

370

(*) That there are finitely many primes is the sufficient reason that Euclid’s371

theorem is false.372

373

It seems to me perfectly reasonable to say that this sentence is true as stated,374

even though its translation under (F∗) it must be false. So much the worse for (F∗),375

says I. It seems both perfectly intelligible and actually true for two propositions376

to stand in the sufficient reason relation without either actually existing. Perhaps,377

one might say, facts about the sufficient reason relation between propositions may378
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obtain without the embedded propositions existing. By analogy, the disjunctive379

proposition p ∨ ¬p is both true and exists, but since p exists, ¬p can’t (or vice380

versa). So a proposition may exist or be true without at least one of its component381

propositions existing.382

Indeed, we may have the extreme case where neither embedded proposition is383

true but the larger one is true (or exists). Consider the complex proposition (p ∧384

¬p) → (p∧¬p). This is true – indeed, necessarily true. But both the antecedent and385

the consequent are false. So we may have a true (or existent) complex proposition386

where the embedded propositions are not true (or do not exist).387

This is a proof of concept. Any further objection which says that factivity is388

required for sufficient reason, then, must turn on the specific meaning of sufficient389

reason rather than general concerns about true (or existent) propositions being390

composed of false (or non-existent) ones. The issue that anyone who rejects (F∗)391

must confront, instead, is how to secure that a contingent proposition cannot have392

as its sufficient reason a necessary proposition. This is because it follows pretty393

quickly in TSR+ (because of (S∗)) that if a proposition is necessary, any proposition394

which it is the sufficient reason of must also be necessary.9 But this differs from the395

rejection of necessitarianism generated by avoiding modal collapse.396

At this point, then, I think one may plausibly assume that (F∗) is false indepen-397

dently of Theorems 2 and 3. This of course doesn’t show that (C∗) is true, but398

since we have independent reasons for thinking (C) is true, it motivates choosing (C)399

over (F).400

Subsection 4.2. TSR=. Still, perhaps the defender of modal collapse will reject401

(C) anyway. But, recall, we have shown what happens even when one adopts a402

deflated version of it, (C∗). Further, we have the following adaptation of Theorem403

9. One might fix this by adopting a polymodal version of TSR+, where the modality in (A4)
differs from that in (I∗) and (S∗).
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4:404

405

Theorem 5. TSR= ⊢BL= p ∧ q for any distinct p and q.406

407

Proof. By an application of (R1) on an instance of (A2) and (C∗), we have that408

409

(1) TSR= ⊢BL= (p ̸= q) → (p; q <∗ p ∧ q)410

411

Since {[(p ̸= q) → (p; q <∗ p∧q)]∧[(p; q <∗ p∧q) → (p∧q)]} → [(p ̸= q) → (p∧q)]412

is an instance of a propositional tautology, we have413

414

(2) TSR= ⊢BL= {[(p ̸= q) → (p; q <∗ p ∧ q)] ∧ [(p; q <∗ p ∧ q) → (p ∧ q)]} → [(p ̸=415

q) → (p ∧ q)]416

417

By an application of (R1) on an instance of (A2) and (F), we have that418

419

(3) TSR= ⊢BL= (p; q <∗ p ∧ q) → (p ∧ q)420

421

And since BL= is an extension of classical propositional logic, we have that422

423

(4) TSR= ⊢BL= [(p ̸= q) → (p; q <∗ p ∧ q)] ∧ [(p; q <∗ p ∧ q) → (p ∧ q)]424

425

So now, by an application of (R1) on the formulae in (2) and (4), we have that426

427

(5) TSR= ⊢BL= (p ̸= q) → (p ∧ q)428

429
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So TSR= ⊢BL= p ∧ q for any distinct p and q, as we wished to show.430

□431

And then, of course, we have the following432

433

Corollary 2. TSR+ is inconsistent.434

435

Proof. This is proved exactly how we proved Corollary 1, except from Theo-436

rem 5.437

□438

So again, we have a conflict between (F∗) and (C∗). So to hold onto the argument,439

it seems, the defender of modal collapse will need to reject any conjunctive principle.440

This seems a heavy price to pay.441

Section 5. Revising (F)442

Or is it? Perhaps we can revise (F∗) in a way that allows us to keep some443

conjunctive principle while still allowing the defender of modal collapse to retain444

their argument. For, recall, (F∗) played an essential part in generating the modal445

collapse argument.446

The problem with (F) was that it seemed to violate intuitions about the rela-447

tionship between propositions which are false (or that don’t exist). But perhaps the448

defender of modal collapse can accept this, and instead put forward a revised notion449

of the sufficient reason relation, an essentially factive one. In other words, we add450

to L=
PSR the following defined connective:451

452
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• An (n+1)-ary connective <F for every n ∈ N to formalize “φ1, φ2,…φn are453

together the minimal factive sufficient reason for ψ,” written as φ1;φ2 . . . ;φn <
F454

ψ, and given the definition φ1;φ2 . . . ;φn <
F ψ := (φ1;φ2 . . . ;φn <

∗ ψ) ∧455

(
∧
φi ∧ ψ)10456

457

In other words, the φs taken together are the minimal factive sufficient rea-458

son for ψ just in case they’re the minimal sufficient reason for ψ and all of them459

are true (or exist). The resulting language is no more expressive than L=
PSR, since460

the new connective is defined in terms of ones already used in L=
PSR. We then drop461

(F) entirely from all versions of (TSR) and replace all instances of <∗ with <F , like so:462

463

(IF ) ∀pp[□
∧
pp→ ∀p(p ≺ pp→ □p)]464

(T) ∀pp[∀p(p ≺ pp→ p) →
∧
pp]465

(SF ) ∀p∀q(p <F q → □(p→ q))466

(IrF ) ∀p(p ̸<F p)467

(DF ) ∀p∀qq[(p <F
∧
qq) → ∀q(q ≺ qq → p <F q)]468

(PSRF ) ∀p[Cp→ ∃q(q <F p)]469

470

Call the resulting theory TSRF . A defender of modal collapse might then think471

to give a version of Hall’s argument that is almost identical to the original, except472

that all instances of <∗ are replaced with <F . This may be true. But then it is473

incumbent upon such a defender to produce such a proof.474

Notice that now (IrF ) becomes a bit odd. It could be true with a reflexive475

sufficient reason loop, provided that one of the two propositions at least was not476

true (did not exist). This seems like a failure to capture what (IrF ) was supposed to477

10. Again, thanks to [redacted] for suggesting this to me.
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capture. Still, one could simply retreat back to (Ir∗) and give up the modification.478

That should work just as well.479

Section 6. Reconsidering (D)480

But darker stormclouds loom. If we write out (DF ) in terms only of <∗, we get481

the following:482

483

(DF ) ∀p∀qq
(
[(p <∗ ∧ qq) ∧ (

∧
qq ∧ p)] → ∀q{q ≺ qq → [(p <∗ q) ∧ (q ∧ p)]}

)
484

485

What’s wrong here? The issue is that this may be true for reasons having nothing486

to do with the relationship of sufficient reason. Suppose, for instance, that
∧
qq and487

p are both true (or exist), but that p is not the minimal sufficient reason for
∧
q.488

Then (DF ) is true. What I mean to say here is that this is not a principle whose truth489

turns on what it means to be a sufficient reason. To see this again, suppose instead490

that <∗ were reversed. In other words, suppose that the proposition(s) on the right491

hand side were the sufficient reason for the proposition(s) on the left hand side.492

Then the conditional may still be true under the circumstances described above. In493

fact, suppose we had a class of models where no relation of minimal sufficient reason494

obtained between any of the propositions in any domain. Call this a Cthulhu-class:495

In these models, just happen, without any connection, rhyme, or reason. Then (DF )496

would be true in every world in every domain of every model in that class, since the497

antecedent of that conditional is false.498

This is a problem, and it also infects the original, unmodified (D). We would like499

it to say something about the relation of sufficient reason – that is, to characterize500

it – and hence be false when there is no such relation. But as we have seen, in501

every model in which there is no such relation it is true. This makes it informative,502
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perhaps, but not informative about the relation of sufficient reason. If it tells us503

anything about sufficient reasons, it seems like it only does so accidentally.504

It may also be false in a wide range of worlds for reasons having nothing to do505

with the relation of sufficient reason, or the PSR. Consider the class of worlds which506

fulfill the following conditions:507

508

• There are countably infinitely many propositions …p−2, p−1, p0, p1, p2,…which509

are true (exist) at w.510

• For each proposition pn, n ∈ Z, pn−1 <
∗ pn511

512

Note that, for arbitrary conjunctions of these pi, the conjunction is explained by513

its conjuncts, per (C∗). Call worlds like this Hume-worlds. In these worlds, (PSRF )514

is true: every proposition at these worlds is explained by some minimal sufficient515

reason, even conjunctions over all the propositions per (CF ). So every proposition516

has a sufficient reason. The antecedent of (DF ), then, is satisfied: the conjunction517 ∧
qq has a minimal sufficient reason, and both the conjunction and that sufficient518

reason exist (since the minimal sufficient reason is just all the conjuncts). But the519

consequent is false: If q is among the conjuncts of
∧
, then by (Ir∗) p cannot figure520

in its own minimal sufficient reason, and hence the conjunction in the consequent is521

false.522

So it seems that there are issues with (D): In many cases it seems to be true or523

false in ways that don’t tell us much about the relation of sufficient reason. But by524

itself, this may not be as important an objection. Thankfully, however, that doesn’t525

end the trouble with (D). We also have potential counterexamples.11 Consider for526

11. The following sort of example emerged from a discussion with [redacted], whom I would like
to thank. Any errors or infelicities in the counterexample are, of course, his fault and his fault
alone.
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instance p, the proposition which expresses that I have a gene that determines my527

melanin content, and the proposition q which expresses the fact that all the necessary528

and sufficient conditions for someone who has that melanin content to get sunburnt529

in a particular way are met.12 And consider too the proposition s which expresses530

that I got sunburnt, and the proposition r which expresses my melanin content.531

Then clearly p, q <∗ r ∧ s. But note that p, q <∗ r is false: this is not the minimal532

sufficient reason for me having that melanin content. That’s just p. But if some533

suitably modified version of (D) is true, then p, q <∗ s would be true. So – I conclude534

– that suitably modified version of (D) is false.535

The general structure of the counterexample is this. Suppose that r has p for a536

minimal sufficient reason, and s has r and q for a minimal sufficient reason. Then537

in general we will have p; q <∗ r ∧ s, but not p; q <∗ r. This can be represented by538

the following graph:539

540

s r

s ∧ r

pq

541

The conditions on this graph are as follows:542

543

• If q lies within the transitive closure of p, then p is part of the minimal544

sufficient reason for q.545

12. I do not here assume that genes do determine one’s melanin content, only that they may.
If you like, insert a proposition expressing that all the necessary and sufficient conditions for my
having that phenotype, be they genetic, environmental, or otherwise, are met.
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• p1, …pn are the minimal sufficient reason for q iff you can reach q from each546

pm by a directed walk and there are no other nodes that you can reach q547

by a directed walk from which cross qm.548

549

Thus in this graph, p and q together are the minimal sufficient reason for s ∧ r,550

since the node for s∧ r lies within the transitive closure of each. But together they551

are not for r, since r doesn’t lie within the transitive closure of q.552

Notice too that even if we relax the second condition and allow for directed walks553

which do pass members of the minimal sufficient reason, we will still have a problem.554

According to this graph, we would have p; q; r; s <F r∧s. But of course p; q; r; s <F r555

is false, because of (IrF ). Further, this counterexample is not generated using (C)556

– in fact, it is one in which (C) is false, since s and r are not together the minimal557

sufficient reason for s ∧ r. Because of this, the defender of (D) or its progeny can’t558

reply by denying (C). While I am committed to (C)’s actual truth, I don’t need to559

be so committed in general to generate this counterexample. It works given just the560

premises that the defender of Hall’s argument would accept.13561

So we can use this structure to generate a potentially limitless number of coun-562

terexamples. Suppose, for instance, p expresses the proposition that a mad scientist563

turned on an electrode in my brain that determines me to look for a sandwich, r564

the proposition that I looked for a sandwich, q the proposition that there was a565

sandwich in the refrigerator, and s the proposition that I ate the sandwich. Then566

while the propositions that the mad scientist turned on the electrode and that there567

was a sandwich in the refrigerator taken together are a minimal sufficient reason for568

13. We might alternately define the notion of an immediate minimal sufficient reason, in which
only those propositions which immediately provide the minimal sufficient reason for some propo-
sition are involved. This would pair up with the notion of an extended minimal sufficient reason,
in which all propositions lying within the inverse transitive closure of some proposition’s graph (as
above) enter into its sufficient reason.
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the conjunctive proposition that I both looked for and ate a sandwich, they aren’t a569

minimal sufficient reason for the proposition that I looked for a sandwich. Whether570

or not this or the sunburn example are actual counterexamples, in the sense of ac-571

tually obtaining, doesn’t matter much. All that matters is that whenever we have572

an explanatory structure like that of the graph, (D∗) is false. A573

Things get worse. There is of course a counterpart of Theorem 2 for (DF ),574

namely that575

576

Theorem 6. (DF ), (CF ), (IrF ) ⊢BL ⊥577

578

Proof. Suppose (DF ), (CF ), (IrF ) ⊢BL p and (DF ), (CF ), (IrF ) ⊢BL q for p ̸= q.579

In fact take p to be (DF ) and q to be (CF ). Then (DF ), (CF ), (IrF ) ⊢BL p ∧ q, and580

(DF ), (CF ), (IrF ) ⊢BL p, q <
F p ∧ q. Then it follows, using (pp), that (DF ), (CF ),581

(IrF ) ⊢BL p ≺ qq, where qq is just the plurality consisting of p and q. And from that582

it follows that (DF ), (CF ), (IrF ) ⊢BL p, q <
F p. But by (IrF ), it follows that (DF ),583

(CF ), (IrF ) ⊢BL p, q ̸<F p. So (DF ), (CF ), (IrF ) ⊢BL ⊥, as we wished to show. □584

So (DF ), (CF ), and (IrF ) are inconsistent . Which do we give up? Since I585

have given independent arguments for (CF ) and (IrF ), and multiple independent586

arguments against (DF ), my suggestion that we should give up (DF ). Lay it to rest.587

Concluding Remarks588

I’ve argued in this paper that the assumptions of Hall’s arguments (and hence589

of any modal collapse argument which uses similar ones) generate an inconsistency590

when combined with another extremely plausible principle. Further, certain of the591

original principles, while initially plausible, suffer from potentially fatal problems.592

This should tell us that there is something wrong with them.593
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Now this obviously doesn’t show that PSR is true. It may just be that certain594

propositions fail to have any sufficient reason whatever. Perhaps, for example, some595

indeterministic interpretation of quantum mechanics is correct, and (assuming the596

PSR requires determinism) hence the PSR is false. But what I hope to have shown597

is that it is difficult to maintain that it is false because of modal collapse arguments598

like Hall’s. Necessitarianism is lost, and contingency regained.599
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